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Since 1980s…Fermilab Science Mission supports
 Science with Large Data and Collaboration Needs

DZero Collaboration 

Data stored in 2007 for the 2 Tevatron 
Experiments (CDF, DZero)   

if on DVDs 4 GB, 1.2 mm high 

Early adopters of networks for 
data distribution, web information 
access, & distributed computing.   
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Transform processing and data
 intensive science through a 

cross-domain shared national
 distributed cyber-infrastructure that 

brings together campus and
 community infrastructure and

 facilitates the needs of

 Virtual Organizations (VO) at all scales



Through Practical Steps



Physics Helping Non-Physics

Which Helps Physics!



Project supported by the 
Department of Energy Office 

of Science SciDAC-2 program 
High Energy Physics,    
Nuclear Physics  and 

Advanced Software and 
Computing Research 

programs,  

 and the  

National Science Foundation 
Math and Physical Sciences, 
Office of Cyber Infrastructure  

and Office of International 
Science and Engineering 
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Computers and Disks Accessible at Many 
Places in the US

+ 4 Universities/Labs in 
South America 

+ 3 in Taiwan/Korea
+ 1 in the UK!



Academia Sinica Kyungpook National University University of Arkansas 

Argonne National Laboratory (ANL) Laser Interferometer Gravitational Wave 
Observatory (LIGO) 

Universidade de São Paulo 

Boston University Lawrence Berkeley National Laboratory (LBL) Universideade do Estado do Rio de Janerio 

Brookhaven National Laboratory (BNL) Lehigh University University of Birmingham 

California Institute of Technology Massachusetts Institute of Technology University of California, Davis 

Center for Advanced Computing Research  National Energy Research Scientific Computing 
Center (NERSC) 

University of California, Riverside 

Center for Computation & Technology at Louisiana National Taiwan University University of California, San Diego 

The State University of New York at Buffalo New York University University of Chicago 

Center for High Performance Computing at the 
University of New Mexico 

Notre Dame University University of Connecticut Health Center 

Clemson University Oak Ridge National Laboratory University of Florida 

Collider Detector at Fermilab (CDF) OSG Grid Operations Center (GOC) University of Illinois at Chicago 

Columbia University Pennsylvania State University University of Michigan 

Condor Project Purdue University University of Nebraska - Lincoln 

Cornell University Renaissance Computing Institute University of New Mexico 

DZero Collaboration Rice University University of North Carolina 

Fermi National Accelerator Laboratory (FNAL) Rochester Institute of Technology University of Northern Iowa 

Florida International University São Paulo Regional Analysis Center (SPRACE) University of Oklahoma 

Georgetown University Sloan Digital Sky Survey (SDSS) University of Rochester 

The Globus Alliance Solenoidal Tracker at RHIC (STAR) University of South Florida 

Hampton University Southern Methodist University University of Texas at Arlington 

Harvard University Stanford Linear Accelerator Center (SLAC) University of Virginia 

Indiana University State University of New York at Buffalo University of Wisconsin-Madison 

Indiana University-Purdue University,  Syracuse University University of Wisconsin-Milwaukee Center for 
Gravitation and Cosmology 

Wayne State University Texas Tech University US ATLAS 

Thomas Jefferson National Accelerator Facility US CMS 

Vanderbilt University 



~43,000 cores

~6 Petabytes shared Disk

Tape storage

Sharing of the Facility among all 
LHC experiments and Run II, 
RHIC, Theorists, Biologists, 
Chemists, Climate…

Common software developed 
between Computer Science 
projects and HENP.



400,000 CPU days/day 
200,000 jobs/day



OSG is part of the Worldwide  LHC Computing Grid  
Collaboration (together with EGEE & the Experiments)
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Britta Daudert 
California Institute of Technology  

Britta is an OSG user with the Laser 
Interferometer Gravitational Wave 
Observatory (LIGO) experiment; gravity 
wave research is one of OSG’s principle 
science drivers. 



Alain Roy 

University of Wisconsin-Madison 

Alain is the software coordinator for OSG. He is a 
computer scientist in the Condor Project. 

(He is a master bread maker) 



“Providing the security framework 
that promotes autonomous and open 
science collaboration…” 
Balancing openness needed for the 
science with the security needed for 
OSG members 

Ensuring security is not compromised 
because of Open Science 
Ensuring science is not burdened because 
of security 

Mine Altunay, Fermilab 
The OSG Security Officer. 

Building a symmetric “eco-system” 
Sites, VOs, Users all participate. 



Acknowledgement: 
http://www.laptop.org/en/laptop/start/ 



 Sites



Virtual Organizations

Autonomous and self-organized collaborative
 community of people and things they share.

Delegate  physical identity management to the
 participating “Real” Organizations:

from “heavy-weight” long-lived, with strong governance and policies
 e.g. the LHC experiments, 

to “ad-hoc” self-organizing, groups of individuals who dynamically
 build on a few common ideas in much the same way as internet
-based social networks e.g. students in a Grid school class.



 Grid Services

OSG acts as an Agency
..brokers & supports relationships/expectations 

between VOs & resource, facility, service, software 
providers.



How it all comes together

Resources that  
Trust the VO 

VO  
Management Service 

OSG  
Infrastructure 

VO  
Middleware &  
Applications 

Virtual Organization 
Management services 
(VOMS) allow registration, 
administration and control 
of members of the group. 

Resources trust and 
authorize VOs not
individual users 

OSG infrastructure provides
the fabric for job
submission and scheduling,
resource discovery, 
security, monitoring, …   

And..  
Resource Selection  

Based on  
Condor ClassAds 



Common Reusable 
Software

The Virtual Data Toolkit includes Condor, Globus,
 VO/group management security modules,
 accounting, monitoring, resource selection 

All software is open source. 

The VDT is also supported for TeraGrid, Enabling
 Grids for EsciencE in Europe, National UK Grid
 and is in test for the Earth System Grid. 



Opportunistic Use and Sharing: 

Helping Other HEP Collaborations

D0 use of Owned & Non-Owned CPUs



Engage 

Helping the
 non-Physics

 Sciences



Chemistry - Andrew Shultz, University of
 Buffalo.

Application to model virial 
coefficients of water.

Anticipate research 
highlight/publication this 
summer.

78,000 jobs consuming 
average of about 100 CPU 
days/day over 6 months.

26 



Computational Biology:�
Protein Folding/Structure

27 

Assistant professor and 2 
students running fairly 
steadily.

~620,000 CPU wallclock 
hours in 2008 (average 120 
cpudays/day for ~210 
days).

Expect research highlight in 
the next few months. When does a set of individuals 

become a community/VO?



Luettich: Coastal Modeling Kuhlman: Rosetta protein modelling 

Protein Analysis; JHU  

28 

Deep language processing: UNC 



Einstein@home

LIGO science topic to search for deviations in pulsar signals.  
Runs across Boinc home computers, German and US 
grids. 

Testing use of a new service on OSG & getting science 
output.

 Using >3,000 nodes steadily before accounting system 
adapted to report it!
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Becoming a Full OSG Citizen

Be part of the Engagement program and Engage 
VO: 

Be a standalone VO and  a Member of the 
Consortium: 
 Ongoing use of OSG & participate in one or 
more activity groups.



Education & 

Communication 



New Technologies, 
Clouds, Companies 

How To:

Have usable global file systems. 

Have really transparent use of the global computer. 

Make effective use of multi-core.

Integrate High Performance and High Throughput computing.

Use specialized hardware & new operating systems.

Integrate with Amazon, Google….



What can You Do for the Open 
Science Grid ?


